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Requirements Analysis
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System Design
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How to Generate Feedback for Text Exercises?
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How to Generate Feedback for Text Exercises?
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*Simplified for presentation

As Much Context as 
Possible



Text
Assessment

Tutor

LLM
s

DEMO
Text Exercises



LLM-as-a-Judge Evaluation 
Prompt

13Felix Timotheus Johannes Dietrich | Leveraging LLMs for Automated Feedback Generation on Exercises

GPT-4 Approximate 
Human Preference



Evaluation – Text Exercises (Multiple LLMs)
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Benchmarked on 100 submissions of H04E01 Coupling and Cohesion



Evaluation – Text Exercises (LLM-as-a-judge)
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Evaluation – Text Exercises (Multiple Exercises)
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Benchmarked on 100 submissions each



Evaluation – Text Exercises (Multiple Exercises)
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Next Step: Live evaluation on Artemis 

~$0.004 per submission with GPT-3.5-Turbo

Performs well and costs are low !



LLM
s

Programming 
Exercises



How to Generate Feedback for Programming Exercises?
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Generate Feedback Suggestions per File
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*Simplified for presentation
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Evaluation – Programming Exercises
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~$0,026 per submission with GPT-3.5-Turbo
~$0,35 per submission with GPT-4

Evaluated on 48 submissions each (Shoppende Pinguine)
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Evaluation – Takeaways
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Next Step: More sophisticated approach

Not usable for tutors, yet
But overall very promising with a lot of potential!



Status

25Felix Timotheus Johannes Dietrich | Leveraging LLMs for Automated Feedback Generation on Exercises

Learning Management Context

Artemis (LMS)

Tutor

Athena

Learn from Feedback

Generate Feedback
Suggestions

Generate Text
Exercise Feedback

Generate Programming
Exercise FeedbackAssess Submission

Review Feedback
Suggestions

«include»

Accept
Suggestion

Reject
Suggestion

Implemented by Collaborator



Status

26Felix Timotheus Johannes Dietrich | Leveraging LLMs for Automated Feedback Generation on Exercises

Athena

Research & Development Context

Researcher

Define Experiment

Conduct Experiment

Compare Feedback
Suggestions

Configure Feedback
Generator

Import/Export
Configurations and Data

Rate Feedback
Suggestions

«include»

«include»

Review Automatic Ratings

«include»



Future Work – Fine-Tuning
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L���� �: Open Foundation and Fine-Tuned Chat Models

Hugo Touvron⇤ Louis Martin† Kevin Stone†

Peter Albert Amjad Almahairi Yasmine Babaei Nikolay Bashlykov Soumya Batra
Prajjwal Bhargava Shruti Bhosale Dan Bikel Lukas Blecher Cristian Canton Ferrer Moya Chen

Guillem Cucurull David Esiobu Jude Fernandes Jeremy Fu Wenyin Fu Brian Fuller
Cynthia Gao Vedanuj Goswami Naman Goyal Anthony Hartshorn Saghar Hosseini Rui Hou
Hakan Inan Marcin Kardas Viktor Kerkez Madian Khabsa Isabel Kloumann Artem Korenev

Punit Singh Koura Marie-Anne Lachaux Thibaut Lavril Jenya Lee Diana Liskovich
Yinghai Lu Yuning Mao Xavier Martinet Todor Mihaylov Pushkar Mishra

Igor Molybog Yixin Nie Andrew Poulton Jeremy Reizenstein Rashi Rungta Kalyan Saladi
Alan Schelten Ruan Silva Eric Michael Smith Ranjan Subramanian Xiaoqing Ellen Tan Binh Tang
Ross Taylor Adina Williams Jian Xiang Kuan Puxin Xu Zheng Yan Iliyan Zarov Yuchen Zhang

Angela Fan Melanie Kambadur Sharan Narang Aurelien Rodriguez Robert Stojnic
Sergey Edunov Thomas Scialom⇤

GenAI, Meta

Abstract

In this work, we develop and release Llama 2, a collection of pretrained and fine-tuned
large language models (LLMs) ranging in scale from 7 billion to 70 billion parameters.
Our fine-tuned LLMs, called L���� �-C���, are optimized for dialogue use cases. Our
models outperform open-source chat models on most benchmarks we tested, and based on
our human evaluations for helpfulness and safety, may be a suitable substitute for closed-
source models. We provide a detailed description of our approach to fine-tuning and safety
improvements of L���� �-C��� in order to enable the community to build on our work and
contribute to the responsible development of LLMs.

⇤Equal contribution, corresponding authors: {tscialom, htouvron}@meta.com
†Second author

Contributions for all the authors can be found in Section A.1.

ar
X

iv
:2

30
7.

09
28

8v
2 

 [c
s.C

L]
  1

9 
Ju

l 2
02

3



Future Work – Agentic Approach for Programming Exercises
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Code Agent

Emulate the tutor’s actions!

Test failed for sort()
I need to first look at 
sort then check the 
problem statement



Future Work – Modeling Exercises
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LLM
s
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Thanks!

Further reading:
• My thesis
• Paul Schwind’s thesis LLM

s



Backup Slides – Analysis Object Model
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Backup Slides – Dynamic Model
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Backup Slides – Dynamic Model
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Backup Slides – Artemis
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Backup Slides – Playground
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Backup Slides – Hardware-Software Mapping
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Backup Slides – Text Exercises
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Backup Slides – Programming Exercises
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Backup Slides
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Backup Slides
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Backup Slides – Text Exercises
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Backup Slides – Text Exercises 
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Backup Slides – Text Exercises
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Backup Slides – Programming Exercises
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Backup Slides – Programming Exercises
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Backup Slides – Programming Exercises
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Backup Slides – Programming Exercises
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Backup Slides – Programming Exercises
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